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Summary. The classical method for deriving the macroscopic dynamics of a lattice
Boltzmann system is to use a combination of different approximations and expan-
sions. Usually a Chapman-Enskog analysis is performed, either on the continuous
Boltzmann system, or its discrete velocity counterpart. Separately a discrete time
approximation is introduced to the discrete velocity Boltzmann system, to achieve a
practically useful approximation to the continuous system, for use in computation.
Thereafter, with some additional arguments, the dynamics of the Chapman-Enskog
expansion are linked to the discrete time system to produce the dynamics of the
completely discrete scheme.

In this paper we put forward a different route to the macroscopic dynamics. We
begin with the system discrete in both velocity space and time. We hypothesize that
the alternating steps of advection and relaxation, common to all lattice Boltzmann
schemes, give rise to a slow invariant manifold. We perform a time step expansion of
the discrete time dynamics using the invariance of the manifold. Finally we calculate
the dynamics arising from this system.

By choosing the fully discrete scheme as a starting point we avoid mixing ap-
proximations and arrive at a general form of the microscopic dynamics up to the
second order in the time step. We calculate the macroscopic dynamics of two com-
monly used lattice schemes up to the first order, and hence find the precise form of
the deviation from the Navier-Stokes equations in the dissipative term, arising from
the discretization of velocity space.

Finally we perform a short wave perturbation on the dynamics of these example
systems, to find the necessary conditions for their stability.

1 Introduction

The Boltzmann Equation is a key tool within statistical mechanics, used to
describe the time evolution of gases, and with some extensions, other fluids
also. In this work we are concerned with calculating the dynamics of an ideal
gas. This is achieved by calculating the statistical behaviour of single particles,
that is the distribution of their positions in phase space. In particular by fixing
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a time point and integrating across velocity space, it is possible to calculate
the macroscopic quantities of a fluid across space. Performing such an inte-
gration allows us to take a snapshot of the dynamics at any time point. If we
are concerned, however, with discovering the rates at which the macroscopic
variables change, we need to apply additional techniques and assumptions
to the Boltzmann Equation. A common choice of technique to derive these
macroscopic dynamics is the Chapman-Enskog procedure [1, 2]. This method
involves calculating the dynamics of the distribution of the particles at dif-
ferent orders, within the Boltzmann Equation following a perturbation by a
small parameter, the Knudsen number. Under such a perturbation the con-
vective dynamics of the fluid will appear at the zero order, and the dissipative
dynamics at the first order. The final result is that following such a treat-
ment, the Navier-Stokes equations will be revealed. At the second-order and
beyond additional terms give rise to Burnett and super-Burnet type equations
repectively.

Despite the Boltzmann Equation recovering the Navier-Stokes equations,
to first order in the Knudsen number at least, a practical investigation into the
macroscopic dynamics of the Boltzmann system is not neccesarily complete.
In order to solve the Boltzmann equation numerically, a discretization of both
time and velocity space is necessary. To be clear, in many cases for lattice-
Boltzmann methods, a discretization of space is not necessary, as a good choice
of velocity set and time step size can result in the Boltzmann equation being
solved on a discrete lattice subgroup of space points, hence suffering no extra
error in this regard.

Within the discrete velocity, continuous time scheme the method of choice
to evaluate the macroscopic dynamics of the system has remained to be the
Chapman-Enskog procedure. This is presented in a number of different ways
[3, 4], however the crux of the approach remains the expansion in the small
parameter the Knudsen number. The necessary discretization of the velocity
performed and described in some detail in Sec. 3, already gives rise to an
additional error from the Navier-Stokes equations. Due to the approximation
to the Maxwell distribution, the Navier-Stokes equations are only recovered
exactly as the Mach number tends to zero. Where the Mach number is large,
additional viscous (dissipative) terms appear[5]

In order to move from continuous time to the lattice system, an Euler
step is used to approximate the time derivative. Collisions should happen
exactly once per time step, therefore the rate at which collisions occur is
given by the time step itself. Furthermore, if the time step is small, in the same
scale as the Knudsen number inherited from the continuous time system, the
asymptotics of the order by order expansion may be compromised. Bearing
in mind the complexity of combining the necessary number of terms from the
Euler approximation, along with the existing expansions from the continuous
system and taking into account the additional small parameter, we present,
in this work, a possibly simpler route to the macroscopic dynamics.
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Our starting point is, in fact, not the continuous Boltzmann equation,
but the discrete time system itself, in this sense we work in parallel to the
historic lattice gas automata idea. We choose that the time step is small, and
it is this parameter which we use for our asymptotic analysis. By choosing a
discrete scheme such that the zero order dynamics give the Euler equations,
we show in Section 3 that we retrieve the same computational system as the
discrete time Boltzmann anyway. We pursue the dispersive dynamics as the
higher order dynamics, in the time step, of the difference scheme that we have
chosen. Such a perspective is motivated by, for example Goodman and Lax [6]
where it was shown that a particular difference scheme applied to the partial
differential equation,

∂

∂t
u(x, t) + u(x, t)

∂

∂x
u(x, t) = 0, (1)

recovers at the second order in the space difference parameter ∆, the KdV
equation,

∂

∂t
u(x, t) + u(x, t)

∂

∂x
u(x, t) +

1

6
∆2u(x, t)

∂3

∂x3
u(x, t) = 0 (2)

In tandem with the discrete time step asymptotics we hypothesize the ex-
istence of a slow Invariant Manifold[7], we calculate the general form of this
manifold and use it to find an expression for the macroscopic dynamics of gen-
eral discrete time systems, with both discrete and continuous velocities. As we
have stated our choice of the small parameter to be used in the asymptotics
is the discrete time step itself ε. The dynamics of the quasi-equilibrium ap-
proximation(the Maxwell distribution in the continuum) define the zero order
dynamics, higher order dynamics are given by the correction to the equilib-
rium of the same order [8]. We match the dynamics of the distribution function
at microscopic and macroscopic [9] levels to find an expression for the first
order non-equilibrium component of the distribution function. Together the
zero and first order components of the distribution are sufficient to calculate
the macroscopic dynamics up to the first (dissipative) order.

As well as deriving a general expression of the macroscopic dynamics, we
additionally provide two examples of both discrete and continuous velocity
systems. We find that despite the qualitative difference between continuous
and discrete time systems, in discrete time we can still recover the Navier-
Stokes equations in a continuous velocity system. In the discrete velocity sys-
tem, however, the discretizations examined display, as expected, additional
errors in the dissipative part. The precise form of these errors is subject to
the discrete velocity set chosen and given for the two common examples we
use.

Finally we test, by a short wave perturbation, the stability of the dynamics
of the discrete velocity system.
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2 Background and Notation

We begin with a short summary of the background to this work which will
introduce some of the requisite ideas and notation. This brief discussion will
be sufficient for this work, for many more details regarding the background
and theory to Boltzmann systems a large number of works exist by several
authors [2, 3, 4, 10].

The Boltzmann Equation is concerned with the time evolution of what
might be described physically as the density of particles. This density function
is denoted f and is a function of space, velocity space and time f ≡ f(x, v, t).
It is given as follows;

∂

∂t
f + v · ∇xf = Qc(f). (3)

Already we need a certain amount of details to formalize what we have written.
We begin with the space variable x, this is a smooth k-dimensional manifold,
for example Euclidean space, or a torus, in finite dimensions. The velocity
variable v ranges over the same space. In the continuous time system above
t is a single real variable, however we will dispense with this very soon. The
final notation to mention in 3 is the collision integral Qc, a differentiable
transformation of the population function. More detailed properties which we
require of this function will be given later.

In fact we are not at all concerned with the continuous time Boltzmann
evolution, but the corresponding discrete time system:

f(x + εv, v, t + ε) = f(x, t) + Q(f(x, t)). (4)

This is the discrete time Boltzmann system which is at the core of this work.
In contrast with the continuous time system we have introduced the time step
ε, which will play a key role in our analysis. The time step should be small
and it restricts admissible values of time to the subgroup εZ ∈ R.

The left two terms in Eq. 4 are collectively termed advection or free flight,
if the collision integral is omitted, the exact evolution of the population func-
tion at a point may be written as f(x, v, t + ε) = f(x − εv, v, t). The physical
interpretation is that particles move freely under their own momentum with
no interaction between themselves. For our analysis we can use the fact that
advection is smooth and we will be able to take a Taylor series expansion to
any finite order that we need. The rightmost term is again called the colli-
sion integral and is denoted slightly differently to notate that it may differ
somewhat in form from its continuous counterpart.

Rewriting the right hand side of Eq. 4 leads us to a perspective which will
be key to our approach. Rewriting the collision part as F (f) = f + Q(f),
allows us to present Eq. 4 differently:

f(x, v, t + ε) = F (f(x − εv, v, t)). (5)
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In this way, the discrete time Boltzmann system can then be thought of as a
superposition of the advection and collision operations. Advection and colli-
sion steps happen in turn, this is qualitatively different from the continuous
time system where both operations might be said to be happening simultane-
ously at all times.

The evolution of the particle density function f can be said to describe
the microscopic evolution of the system. To recover the macroscopic system
we need to sum accross the velocity space. Here then is the key distinction
between the continuous (v ∈ R

k) and discrete (v ∈ {vα}α = 0...n) veloc-
ity systems. In the discrete velocity case, instead of considering the density
function to be a function of velocity, we define different density functions fα,
one per velocity vector and we can denote then by f the ordered set of them
f ≡ fα(x, t), α = 0, . . . , n. For example the density of the fluid is calculated
in the continuous and discrete schemes respectively as

ρ(x, t) =
∫

Rk f(x, v, t)dv, ρ(x, t) =
∑n

α=0 fα(x, t) (6)

In fact which macroscopic variables M we use are not important to our initial
analysis. The properties that are important for the macroscopic moments are
firstly that the operator m, which recovers the macroscopic moments from the
density function f (m(f) = M) is linear. The second property is that these
moments are invariant under the collision operation, that is m(f) = m(F (f)).

Defining the macroscopic variables allows us to discuss another property
of the collision operation F . The quasi-equilibrium is the unique vector f =
f eq

M such that F (f eq
M ) = f eq

M and m(f eq
M ) = M. Existence and uniqueness of

this quasi-equilibrium will be assumed in this analysis. There is exactly one
equilibrium point per value of M and together they form the quasi-equilbrium
manifold through the space of the density function.

3 The discretization of Velocity Space

While we calculate the dynamics of the continuous velocity system later, they
serve only for the purpose of calculating the error incurred by an approxi-
mation. For practical computations we would use a discrete velocity system.
What we have control of is which discrete approximation to use. Two different
approaches will lead us to the same result.

Firstly we consider an actual discretization of the Maxwell-Boltzmann dis-
tribution in D dimensions, that is the known quasi-equilibrium in continuous
velocity space.

f eq = ρ(2πT )−
D
2 exp

(−(v − u)2

2T

)

. (7)

The 2+D thermodynamic moments here are the density ρ, momentum u and
temperature T . This distribution is multiplied with low order polynomials of
the velocity and integrated to retrieve the macroscopic moments.
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∫

RD

f eqdv = ρ,

∫

RD

vf eqdv = ρu,

∫

RD

v2f eqdv = ρDT + ρu2.

(8)

We can view the velocity set as a quadrature approximation to these integrals.
With such a perspective the choice of which quadrature to use may seem
obvious, integrals of Gaussian type (as are the moment integrals) can be
integrated exactly using a Gauss-Hermite quadrature. Unfortunately several
stumbling blocks prevent us from performing this exact integration.

The first problem is the necessary change of variable in the equilibrium
distribution. For a Hermitian quadrature of any order, the nodes should be dis-
tributed symmetrically about the centre of the Gaussian (in this case u), and
the coordinate of integration should be normalized. Effectively it is necessary
to apply a change of variable to the moment integrals so that the exponential
term is of the simple form exp(−v2). Unfortunately, to do this in practice
would require us to know both u and T before performing the integration. Of
course we may still be able to solve such a system, perhaps by some iterative
method (moving the quadrature nodes) up to an arbitrary degree of accu-
racy, but only if we can evaluate the density function anywhere we choose.
In practice of course we can only store a finite number of evaluations of the
density function, and these points of evaluation are chosen pre-emptively to
be the same across all lattice sites and time steps (in order that advection
is an exact operation). Because of these factors we should not expect to be
able to integrate exactly a density function of Gaussian type with a general
momentum and temperature.

The popular method to partially rectify this problem is to assume that u
is close to zero. If we choose to work in an athermal system (where T is some
constant) then we can exand the Maxwell distribution about the point u = 0
up to the second order giving us

f eq = ρ(2ΠT )
−D
2 exp

(−v2

2T

)(

1 +
vu

T
− (T − v2)u2

2T 2

)

(9)

The second order expansion is taken to get sufficient terms that the tem-
perature moment integral is calculated correctly. With a constant T , and
u no longer affecting the midpoint of the distribution, the same nodes and
weights can be used for all space points and time steps. Assuming the proper
transformation of variable these nodes and weights are the standard hermitian
ones.

The alternative method of defining the quasi-equilibrium is by solution of
a linear system. Since the moments are calculated by linear combinations of
the discrete quasiequilibria, these equilibria can be found by the inversion of
a matrix of components of the discrete velocities, to illustrate this we give an
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extremely simple example. We consider an athermal one dimensional system
with three discrete velocities {−1, 0, 1} and fixed temperature 1/3. We create
a matrix where each line represents an elementwise power of the velocities
(up to the second order) and the corresponding vector of moments we desire.
Together this creates the following linear system.





1 1 1
−1 0 1
1 0 1



 · f eq =





ρ
ρu

ρ/3 + ρu2



 (10)

Solution of the above system yields a vector of equilibria

f eq =

{

1

6

(

ρ − 3ρu + 3ρu2
)

,
2

3

(

ρ − 3

2
ρu2

)

,
1

6

(

ρ + 3ρu + 3ρu2
)

}

(11)

Inspection reveals this to be exactly the same, with weights pre-included, as
the discretized Taylor approximation to the Boltzmann (Eq. 9) where the
same velocity set is applied. We note that in this example we have exactly
the necessary amount of velocities (that is one per moment) and hence have
a square matrix. As in the case of any linear system, were we to have fewer
velocities it would become likely that the system would become unsolvable.
For each additional discrete velocity that we add above the necessary amount,
we can impose an additional linear constraint. Often the choice would be to
zero higher order moments of the equilibrium distribution, that is enforcing
that the sum of the equilibria multiplied with polynomials of the discrete
velocity components, with order higher than two, should be zero. Another op-
tion is to create additional, non-hydrodynamic moments in order to suppress
instabilities [11].

4 Invariant Manifolds for Discrete Time Boltzmann

Systems

We will, by finding a general form for an invariant manifold, calculate general
microscopic dynamics for discrete time Boltzmann systems. To do this we
need to make some assumptions regarding the stability of collisions and the
smoothness of the distribution function.

We assume that collisions are stable, and for any admissible initial state f
iterations F p(f) converge to unique equilibrium point f eq exponentially fast
and uniformly:

‖F p(f) − f eq
m(f)‖ < C exp(−λp)‖f − f eq

m(f)‖, (12)

where the Lyapunov exponent λ > 0 and pre-factor C > 0 are the same
for all admissible f . In the limit ε = 0 there is no free flight, the field of
macroscopic variables M does not change, and the field of distributions f
converges exponentially fast and uniformly to the local equilibrium field f eq

M .
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In order to discuss small ε > 0 we need to evaluate the change of macro-
scopic variables in free flight during time step ε. To find the qth term of the
non-equilibrium density function, we make two assumptions:

• The first q derivatives of fM along vector fields vα exist and are bounded.

• The differentials (D
(q)
M f eq

M ), are uniformly bounded for all M .

Our expression for the manifold will be of the form of an aysmptotic ex-
pansion in the small parameter ε,

f inv = f (0) + εf (1) + εf (2) + o(ε). (13)

Our first goal is to find a prescription for this f (1) term. The zero order term of
this is simply given by the quasi-equilibrium distributions, that is f (0) ≡ f eq.
For the first order term we will take expansions of the distribution function
in terms of time and of moments and equate them. That is for each order in
epsilon we can take the effect of a complete LBM step (advection and collision)
and match the effect on the distribution function to that of taking the Taylor
approximation of the manifold through the moments up to the same order.
In other words we match the dynamics of the microscopic and macroscopic
scales on an order by order basis.

4.1 The Invariance Equation

The procedure we use can also be described in terms of the invariant manifold
hypothesis. Presuming this manifold exists then the distribution function has
a one-one relationship with the macroscopic moments. Therefore coupled steps
of advection and collision form a chain of states in phase space belonging to
the manifold. We use a Taylor approximation to the manifold and match it
with a single coupled step to find the components, at different orders of the
time step, of the distribution function.

If we consider f inv
M to be the distribution function on the manifold with

macroscopic moments M then in a continuous time system this invariance
property can be defined as

∂f inv
M

∂t
=

∂f inv
M

∂M

∂M

∂t
. (14)

That is the rate of change of the population function is equal to the rate
of change of the moments multiplied by the change of the populations with
respect to the moments. The discrete time analogy of this is given by,

(

f inv
M

)′

= f inv
M ′ . (15)

where the prime notates the next time step, therefore the left hand side of
this equation is given by Eq. 5.
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4.2 The expansion of the distribution function following a step in
the LBM chain

A little abuse of notation will make the same calculations in this section both
brief and meaningful. No distinction will be made here between continuous
and discrete velocity systems, however implicitly there is one. As previously
f ≡ f(x, v, t) for the continuous case, and f ≡ fα(x, t), α = 0, . . . , n in the
discrete case. Although in each case the space coordinate is continuous, we
are only concerned with evaluations of f (and its space derivatives Dxf) at
discrete lattice points. Therefore the notation Dxf (for example) should be
considered as the evaluation of the space differential of the distribution f , at
the lattice sites. The notation is similar for moment derivatives, where DMfM

refers to the change in moments of the function f evaluated at the moments
given by the subscript to f . When the moment operator m is applied this refers
to the integral in the continuous case and the summation in the discrete case
as given in Eq. 6.

With these ideas in mind the proceedure below is valid for both cases. The
first ingredient for the time step expansion is the Taylor series of the advection
operation up to the required order in ε. For the first order we have

f(x − εv) = f − εv · Dxf + o(ε). (16)

Combining this with (13) we have to the first order,

f(x − εv) = f (0) − εv · Dxf (0) + εf (1) + o(ε). (17)

Applying a collision operation gives the complete, composite discrete time
step,

(

f inv
M

)′

= F
(

f (0) − εv · Dxf (0) + εf (1) + o(ε)
)

. (18)

The second ingredient is to use a linearised version of the collision operation,
this is sufficient to get the first order populations correctly. Here the lineari-
sation is made about the equilibrium corresponding to the populations to be
collided,

f 7→ f eq
m(f) + (DfF )

f
eq
m(f)

(

f − f eq
m(f)

)

. (19)

Due to the linearity we can move the error term in Eq 18 outside the collision
altogether. The linearisation is then made about the equilibrium defined by
the moments of the first order advected populations

M ′

1 = m
(

f
(0)
M − εv · Dxf

(0)
M

)

= M + m
(

−εv · Dxf
(0)
M

)

, (20)

Finally then for the first order approximation to the next step through the
time step expansion we have,

(

f inv
M

)′

= f eq
M ′

1
+ (DfF )

f
eq

M′

1

(

f
(0)
M + εf

(1)
M − εv · Dxf

(0)
M − f eq

M ′

1

)

+ o(ε). (21)
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4.3 The expansion of the invariance equation following a time step

With the expansion of the left hand of (15) complete we consider the right
hand side. Here we find the Taylor expansion of the invariant manifold up to
the linear term so,

fM ′ = fM + (DMfM ) · m (−εv · DxfM ) + o(ε). (22)

Substituting (13) into (22) we have

fM ′ = f
(0)
M + εf

(1)
M + (DMf

(0)
M ) · m

(

−εv · Dxf
(0)
M

)

+ o(ε). (23)

We can now equate (21) and (23) for a first order approximation to (15),

f eq
M ′

1
+ (DfF )

f
eq

M′

1

(

f
(0)
M + εf

(1)
M − εv · Dxf

(0)
M − f eq

M ′

1

)

= f
(0)
M + εf

(1)
M + (DMf

(0)
M ) · m

(

−εv · Dxf
(0)
M

)

. (24)

Of course in a similar style to (22),

f eq
M ′

1
= f

(0)
M + (DMf

(0)
M ) · m

(

−εv · Dxf
(0)
M

)

. (25)

Substituting back into (24) we have

(DfF )
f
eq

M′

1

(

εf
(1)
M − εv · Dxf

(0)
M − (DMf

(0)
M ) · m

(

−εv · Dxf
(0)
M

))

= εf
(1)
M

(26)

This equation forms the prototype to find f
(1)
M for different possible collision

operations, it implicitly gives the first order approximation to the invariance
equation (15). It depends on the choice of the velocity set, the quasiequilibrium
and the collision integral.

4.4 Example First Order Invariant Manifolds

We consider two possible examples of collisions. The first example is the simple
Ehrenfest step [12],

F (f) = f eq
m(f) (27)

we immediately have,
(DfF )

eq
fm(f)

(f) = 0. (28)

Substituting back into (26),

f
(1)
M = 0. (29)

This of course expected since using Ehrenfests steps for the collisions we should
expect to return at every time step to the quasi-equilibrium manifold.
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The second example of a collision operator is the BGK collision [13],

F (f) = f + ω
(

f eq
m(f) − f

)

. (30)

Differentiating we have

(DfF )
f
eq
m(f)

(f) = (1 − ω) · f (31)

Substituting this into (26),

(1 − ω) ·
(

εf
(1)
M − εv · Dxf

(0)
M − (DMf

(0)
M ) · m

(

−εv · Dxf
(0)
M

))

= εf
(1)
M . (32)

We can multiply out (32) and solve for, f
(1)
M .

ω

1 − ω
f

(1)
M =

(

−v · Dxf
(0)
M

)

− (DMf
(0)
M ) · m

(

−v · Dxf
(0)
M

)

(33)

Figure 1 graphically demonstrates the f
(1)
M for the BGK collision type. In

particular for this example there is a critical parameter value at ω = 1. For
ω = 1 we recover the Ehrenfest step, for ω > 1 we have the normal BGK over-
relaxation where both of the coupled steps of advection and collision cross the
quasiequilibrium manifold, one in each direction.

Fig. 1. Graphical representation of the f
(1)
M

for the BGK collision. Adding the f
(1)
M

term to the quasiequilibrium manifold provides gives the invariant manifold to first
order in ε. In particular the collision parameter ω is critical, for ω > 1 the direction
of the f

(1)
M

term is inverted and consequently the invariant manifold is below (in the
sense of this illustration) the quasiequilibrium. Therefore at each step the advection
operation crosses the quasiequilibrium and the collision returns below it.

4.5 Second Order Manifolds and an Example

The next goal is to find an equation analagous to (26) for the second order
term of the invariant manifold. During the next section we use a linear collision
operation, in this case the linearised collision we use produces the exact same
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result as the original collision. We restart the procedure using second order
expansions where appropriate, the first of these is the Taylor expansion of the
advected populations.

f(x − εv) = f − εv · Dxf +
ε2

2
v · Dx (v · Dxf) + o(ε2) (34)

The second order population expansion is also used.

f inv = f (0) + εf (1) + ε2f (2) + o(ε2). (35)

Altogether the second order expansion of the advected populations is,

f(x − εv) = f (0) − εv · Dxf (0) +
ε2

2
v · Dx

(

v · Dxf (0)
)

+ εf (1) − ε2v · Dxf (1) + ε2f (2) + o(ε2) (36)

We use the linearized collision integral in replacement of the original collision
operation,

(f inv
M )′ = f eq

M ′

2
+ (DfF )

f
eq

M′

2

(

f
(0)
M − εv · Dxf

(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

+ εf
(1)
M − ε2v · Dxf

(1)
M + ε2f

(2)
M − f eq

M ′

2

)

+ o(ε2). (37)

where M ′

2 are the moments of the post advection populations to second order,

M ′

2 = m

(

f
(0)
M − εv · Dxf

(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

− ε2v · Dxf
(1)
M

)

, (38)

For the right hand side of (15) we use a second order approximation to the
invariant manifold,

f inv
M ′ = f inv

M (x, vα)+∆M2 ·DMf inv
M +

1

2
∆M2 ·DM (∆M2 ·DMf inv

M )+o((∆M2)
2).

(39)
where for berevity ∆M2 is the difference between the moments of the post
and pre advection populations to second order,

∆M2 = m

(

−εv · Dxf
(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

− ε2v · Dxf
(1)
M

)

= M ′

2 − M.

(40)
Substituting (35) and (40) into (39) we have

f inv
M ′ = f

(0)
M + εf

(1)
M + ε2f

(2)
M + m

(

− εv · Dxf
(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

− ε2v · Dxf
(1)
M

)

· DMf
(0)
M

+
1

2
m
(

−εv · Dxf
(0)
M

)

· DM

(

m
(

−εv · Dxf
(0)
M

)

· DMf
(0)
M

)

+ εm
(

−εv · Dxf
(0)
M

)

· DMf
(1)
M + o(ε2).

(41)
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With the expansions of both sides complete we can equate(37) and (41),

f eq
M ′

2
+ (DfF )

f
eq

M′

2

(

f
(0)
M − εv · Dxf

(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

+ εf
(1)
M

− ε2v · Dxf
(1)
M + ε2f

(2)
M − f eq

M ′

2

)

= f
(0)
M + εf

(1)
M + ε2f

(2)
M

+ m

(

−εv · Dxf
(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

− ε2v · Dxf
(1)
M

)

· DMf
(0)
M

+
1

2
m
(

−εv · Dxf
(0)
M

)

· DM

(

m
(

−εv · Dxf
(0)
M

)

· DMf
(0)
M

)

+ εm
(

−εv · Dxf
(0)
M

)

· DMf
(1)
M

(42)

Analagously to the first order case we note that,

f eq
M ′

2
=f

(0)
M + m

(

− εv · Dxf
(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

−

ε2v · Dxf
(1)
M

)

· DMf
(0)
M

+ m
(

−εv · Dxf
(0)
M

)

· DM

(

m
(

−εv · Dxf
(0)
M

)

· DMf
(0)
M

)

.

(43)

Substituting this back into (42) we have the final prototype for f
(2)
M which

this time is given implicitly,

(DfF )
f
eq

M′

2

(

−εv·Dxf
(0)
M +

ε2

2
v·Dx

(

v · Dxf
(0)
M

)

+εf
(1)
M −ε2v·Dxf

(1)
M +ε2f

(2)
M

− m

(

−εv · Dxf
(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

− ε2v · Dxf
(1)
M

)

· DMf
(0)
M

− 1

2
m
(

−εv · Dxf
(0)
M

)

· DM

(

m
(

−εv · Dxf
(0)
M

)

· DMf
(0)
M

)

)

= εf
(1)
M + ε2f

(2)
M + εm

(

−εv · Dxf
(0)
M

)

· DMf
(1)
M (44)

We return to the BGK collision for a specific example of an f
(2)
M term. (44)

becomes,
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(1−ω) ·
(

− εv ·Dxf
(0)
M +

ε2

2
v ·Dx

(

v · Dxf
(0)
M

)

+ εf
(1)
M − ε2v ·Dxf

(1)
M + ε2f

(2)
M

− m

(

−εv · Dxf
(0)
M +

ε2

2
v · Dx

(

v · Dxf
(0)
M

)

− ε2v · Dxf
(1)
M

)

· DMf
(0)
M

− 1

2
m
(

−εv · Dxf
(0)
M

)

· DM

(

m
(

−εv · Dxf
(0)
M

)

· DMf
(0)
M

)

)

= εf
(1)
M + ε2f

(2)
M + εm

(

−εv · Dxf
(0)
M

)

· DMf
(1)
M (45)

Rearranging and equating terms with ε order 2 gives us,

ω

1 − ω
f

(2)
M =

1

2
v · Dx

(

v · Dxf
(0)
M

)

− v · Dxf
(1)
M

− m

(

1

2
v · Dx

(

v · Dxf
(0)
M

)

− v · Dxf
(1)
M

)

· DMf
(0)
M

− 1

2
m
(

−v · Dxf
(0)
M

)

· DM

(

m
(

−v · Dxf
(0)
M

)

· DMf
(0)
M

)

− 1

1 − ω
m
(

−v · Dxf
(0)
M

)

· DMf
(1)
M

(46)

We will not use these populations in the examples of macroscopic dynamics
which we calculate in the next section. For the dissipative dynamics the first
order populations are sufficient. We expect that this second order part should
give rise to macroscopic dynamics equating to the Burnett equations in a
continuous velocity system, with some additional error terms if a discrete
velocity set is used.

5 Macroscopic Equations

In this section we are concerned with deriving equations for the macroscopic
dynamics arising from several different example lattices. We expect that the
lattice parameter ε should partly govern these dynamics and that the 1st
order macroscopic dynamics should be governed by the 1st order population
functions.

In order to find these dynamics we project the microscopic flow (advection)
up to the required order, following one time step, onto the invariant manifold
up to the same order [7, 14].

We can immediately perform a Taylor expansion in time on the macro-
scopic dynamics,

M ′ = M + ε
∂

∂t
M + o(ε) (47)

We expect that the final model should be given in terms of a time derivative
of the moments, we write this in a power series in terms of ε,
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∂

∂t
M = Ψ (0) + εΨ (1) + o(ε) (48)

Combining these two we have

M ′ = M + εΨ (0) + o(ε) (49)

Equating (20) and (49) we have

Ψ (0) = m
(

−v · Dxf
(0)
M

)

(50)

The corresponding second order approximation of the moments in time is

M ′ = M + ε(Ψ (0) + εΨ (1)) +
ε2

2

∂

∂t
Ψ (0) + o(ε2) (51)

Equating terms on the second order of ε we have,

m

(

1

2
v · Dx

(

v · Dxf
(0)
M

)

)

+ m
(

−v · Dxf
(1)
M

)

= Ψ (1)(t) +
1

2

∂

∂t
Ψ (0)(t) (52)

or

Ψ (1)(t) = m

(

1

2
v · Dx

(

v · Dxf
(0)
M

)

)

+ m
(

−v · Dxf
(1)
M

)

− 1

2

∂

∂t
Ψ (0)(t) (53)

Although in this notation the evolution of the macroscopic moments of the
continuous and discrete velocity systems can be written in the same way, in
practical examples we have no reason to suspect that they should be necessar-
ily equivalent. In the next two sections we calculate some example, equivalent,
discrete and continuous systems, in order to compare them.

6 Discrete Velocity Examples

We will now demonstrate the exact first order dynamics of a popular choice of
lattice scheme in one and two dimensions. The athermal schemes we consider
are typically described in shorthand by the dimension within which they op-
erate and the number of velocities used to form the lattice in the form DnQm,
where m and n are integers representing the number of dimensions and veloc-
ities respectively. The general quasi-equilibrium for these systems, including
the two examples we use can be written in a general form

f
α,(0)
M = Wαρ

(

1 +
vα · u

c2
s

+
(vα · u)2

2c4
s

− u2

2c2
s

)

(54)

This equilibrium defines an athermal system where the temperature is fixed.
To complete the definition of the discrete system requires only the selection
of a velocity set and some accompanying weights Wα.
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6.1 An athermal three velocity lattice (D1Q3)

Our 1-D example lattice is one of the most common, the athermal 1-D lattice
with 3 velocities. In this example the velocity vectors are {−1, 0, 1} and the
speed of sound cs = 1/

√
3 hence the equilbrium populations are derived from

the general formula for athermal quasi-equilibria in any dimension where the
additional parameters the weights Wα are

{

1
6 , 2

3 , 1
6

}

.
For this case the populations are,

1

6

{

ρ(1 − 3u + 3u2, 2ρ

(

1 − 3u2

2

)

, ρ(1 + 3u + 3u2)

}

. (55)

For this lattice with unit distances we note that v4 = v2, v1 = v3 etc. We
calculate the two components of Ψ (0) using the formulas for the moments. We
have for the density derivative,

Ψ
(0)
1 = −

∑

α

vα ∂

∂x
f

α,(0)
M = − ∂

∂x

∑

α

Wαvαf
α,(0)
M = − ∂

∂x
ρu, (56)

and for the momentum derivative

Ψ
(0)
2 = −

∑

α

Wα(vα)2
∂

∂x
f

α,(0)
M = − ∂

∂x

∑

α

Wα(vα)2f
α,(0)
M = − ∂

∂x

(ρ

3
+ ρu2

)

,

(57)
Now we examine the individual moments of the first order part in the case of
the one dimensional lattice, as before we begin with the density,

Ψ
(1)
1 =

1

2

∑

α

(vα)2
∂2

∂x2
f

α,(0)
M −

∑

α

vα ∂

∂x
f

α,(1)
M − 1

2

∂

∂t
Ψ

(0)
1 . (58)

The second term here is the space derivative of the momentum of the f
(1)
M

which equals zero due to all moments of non equilibrium components be-
ing zero and the first term can be calculated immediately from the quasi-
equilibrium. Therefore,

Ψ
(1)
1 =

1

2

∂2

∂x2

(ρ

3
+ ρu2

)

− 1

2

∂

∂t
Ψ

(0)
1 . (59)

The time derivative of Ψ
(0)
1 can be calculated by the chain rule,

∂

∂t
Ψ

(0)
1 =

∂Ψ
(0)
1

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
1

∂ρu

∂ρu

∂t
= − ∂

∂x
Ψ

(0)
2 =

∂2

∂x2

(ρ

3
+ ρu2

)

(60)

Substituting this back in we have,

Ψ
(1)
1 =

1

2

∂2

∂x2

(

ρ

3
+

(ρu)2

ρ

)

− 1

2

∂2

∂x2

(ρ

3
+ ρu2

)

= 0. (61)
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For the momentum moment we have

Ψ
(1)
2 =

1

2

∑

α

(vα)3
∂2

∂x2
f

α,(0)
M −

∑

α

(vα)2
∂

∂x
f

α,(1)
M − 1

2

∂

∂t
Ψ

(0)
2 . (62)

Recalling that that v3 = v1 we can simplify the first term so,

1

2

∑

α

(vα)3
∂2

∂x2
f

α,(0)
M =

1

2

∑

α

vα ∂2

∂x2
f

α,(0)
M =

1

2

∂2

∂x2
ρu. (63)

For the second term we need to calculate the f
α,(1)
M terms. To do this we need

to specify a collision type, we use the BGK collision described above (33).

ω

1 − ω
f

(1)
M =

∂

∂x

(

2u
∂

∂x
ρ +

(

−2 − 3u2
) ∂

∂x
ρu + 6u

∂

∂x
ρu2 ,

− u
∂

∂x
ρ +

(

1 +
3

2
u2

)

∂

∂x
ρu − 3u

∂

∂x
ρu2,

2u
∂

∂x
ρ + (−2 − 3u2)

∂

∂x
ρu + 6u

∂

∂x
ρu2

)

. (64)

This gives then

∑

α

(vα)2
∂

∂x
f

α,(1)
M =

1 − ω

ω

∂

∂x

(

2

3
u

∂

∂x
ρ +

(

−2

3
− u2

)

∂

∂x
ρu + 2u

∂

∂x
ρu2

)

.

(65)
Again using the chain rule,

∂

∂t
Ψ

(0)
2 =

∂Ψ
(0)
2

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
2

∂ρu

∂ρu

∂t
= − ∂

∂x

(

1

3
− u2

)

Ψ
(0)
1 − ∂

∂x
2uΨ

(0)
2

=
∂

∂x

(

2

3
u

∂

∂x
ρ +

(

1

3
− u2

)

∂

∂x
ρu + 2u

∂

∂x
ρu2

)

. (66)

Substituting this all back in we have,

Ψ
(1)
2 =

(

ω − 1

ω
− 1

2

)

∂

∂x

(

2

3
u

∂

∂x
ρ +

(

−2

3
− u2

)

∂

∂x
ρu + 2u

∂

∂x
ρu2

)

=
ω − 2

2ω

∂

∂x

(

2

3
u

∂

∂x
ρ +

(

−2

3
− u2

)

∂

∂x
ρu + 2u

∂

∂x
ρu2

)

=
ω − 2

2ω

∂

∂x

(

u3 ∂

∂x
ρ + ρ

(

3u2 − 2

3

)

∂

∂x
u

)

. (67)

The moment gradients are then to first order in ε,

∂

∂t
ρ = − ∂

∂x
ρu

∂

∂t
ρu = − ∂

∂x

(

1

3
ρ + ρu2

)

− ε
2 − ω

2ω

∂

∂x

(

u3 ∂

∂x
ρ + ρ

(

3u2 − 2

3

)

∂

∂x
u)

)

(68)
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6.2 An athermal nine velocity model (D2Q9)

The 2-D example we consider is a popular 2d lattice consisting of 9 different
velocities. If we identify v1 as the horizontal component of a vector and v2 the
vertical component then the set of velocities is

vα =

{(

0
0

)

,

(

1
0

)

,

(

0
1

)

,

(

−1
0

)

,

(

0
−1

)

,

(

1
1

)

,

(

−1
1

)

,

(

−1
−1

)

,

(

1
−1

)}

(69)
The equilibrium is then given by the polynomial formula (54) with corre-
sponding weights

Wα =

{

4

9
,
1

9
,
1

9
,
1

9
,
1

9
,

1

36
,

1

36
,

1

36
,

1

36

}

(70)

As before we calculate the components of Ψ (0) using the formulas for the
moments although this time we have two momentum density momentums for
the two dimensions. We have for the density derivative,

Ψ
(0)
1 =

∑

α

(

−vα · Dxf
α,(0)
M

)

= − ∂

∂x1

∑

α

vα
1 f

α,(0)
M − ∂

∂x2

∑

α

vα
2 f

α,(0)
M

= − ∂

∂x1
ρu1 −

∂

∂x2
ρu2,

(71)

for the first momentum derivative

Ψ
(0)
2 =

∑

α

vα
1

(

−vα · Dxf
α,(0)
M

)

= − ∂

∂x1

∑

α

(vα
1 )2f

α,(0)
M − ∂

∂x2

∑

α

vα
1 vα

2 f
α,(0)
M

= − ∂

∂x1

(

1

3
ρ + ρu2

1

)

− ∂

∂x2
ρu1u2,

(72)

and for the second momentum derivative

Ψ
(0)
3 =

∑

α

vα
2

(

−vα · Dxf
α,(0)
M

)

= − ∂

∂x1

∑

α

vα
1 vα

2 f
α,(0)
M − ∂

∂x2

∑

α

(vα
2 )2f

α,(0)
M

= − ∂

∂x1
ρu1u2 −

∂

∂x2

(

1

3
ρ + ρu2

2

)

.

(73)

The first order density moment is given by,
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Ψ
(1)
1 =

1

2

∑

α

(

v · Dx

(

v · Dxf
(0)
M

))

+
∑

α

(

−v · Dxf
(1)
M

)

− 1

2

∂

∂t
Ψ

(0)
1 . (74)

Again we observe that the second term is the space gradient multiplied with
the momentum densities of the first order populations and hence is zero, for
the first term we have

∑

α

(

v · Dx

(

v · Dxf
(0)
M

))

=
∑

α

(

∂2

∂x2
1

(vα
1 )2f

α,(0)
M + 2

∂2

∂x1∂x2
vα
1 vα

2 f
α,(0)
M +

∂2

∂x2
2

(vα
2 )2f

α,(0)
M

)

=
∂2

∂x2
1

(

1

3
ρ + ρu2

1

)

+ 2
∂2

∂x1∂x2
ρu1u2 +

∂2

∂x2
2

(

1

3
ρ + ρu2

2

)

, (75)

and for the third term

∂

∂t
Ψ

(0)
1 =

∂Ψ
(0)
1

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
1

∂ρu1

∂ρu1

∂t
+

∂Ψ
(0)
1

∂ρu2

∂ρu2

∂t
= − ∂

∂x1
Ψ

(0)
2 − ∂

∂x2
Ψ

(0)
3

= − ∂

∂x1

(

− ∂

∂x1

(

1

3
ρ + ρu2

1

)

− ∂

∂x2
ρu1u2

)

− ∂

∂x2

(

− ∂

∂x1
ρu1u2 −

∂

∂x2

(

1

3
ρ + ρu2

2

))

. (76)

hence subtracting these we have Ψ
(1)
1 = 0.

For the first second order momentum density we have

Ψ
(1)
2 =

1

2

∑

α

vα
1

(

v · Dx

(

v · Dxf
(0)
M

))

+
∑

α

vα
1

(

−v · Dxf
(1)
M

)

− 1

2

∂

∂t
Ψ

(0)
2 .

(77)
Examining each term in turn more closely we have for the first term

∑

α

vα
1

(

v · Dx

(

v · Dxf
(0)
M

))

=
∑

α

vα
1

(

∂2

∂x2
1

(vα
1 )2f

α,(0)
M + 2

∂2

∂x1∂x2
vα
1 vα

2 f
α,(0)
M +

∂2

∂x2
2

(vα
2 )2f

α,(0)
M

)

=
∂

∂x1

(

ρ
∂

∂x1
u1 + u1

∂

∂x1
ρ +

1

3
ρ

∂

∂x2
u2 +

1

3
u2

∂

∂x2
ρ

)

+
∂

∂x2

(

1

3
ρ

∂

∂x1
u2 +

1

3
u2

∂

∂x1
ρ +

1

3
ρ

∂

∂x2
u1 +

1

3
u1

∂

∂x2
ρ

)

. (78)

The first order populations are given in Appendix A, these give us for the
second term
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∑

α

vα
1

(

−v · Dxf
(1)
M

)

= −
∑

α

vα
1

(

∂

∂x1
vα
1 f

α,(1)
M +

∂

∂x2
vα
2 f

(1)
M

)

=
ω − 1

ω

(

∂

∂x1

(

u3
1

∂

∂x1
ρ + u2

1u2
∂

∂x2
ρ +

(

3ρu2
1 −

2

3
ρ

)

∂

∂x1
u1

+2ρu1u2
∂

∂x2
u1 + ρu2

1

∂

∂x2
u2

)

+
∂

∂x2

(

u2
1u2

∂

∂x1
ρ + u1u

2
2

∂

∂x2
ρ + 2ρu1u2

∂

∂x1
u1 + 2ρu1u2

∂

∂x2
u2

+

(

ρu2
2 −

1

3
ρ

)

∂

∂x2
u1 +

(

ρu2
1 −

1

3
ρ

)

∂

∂x1
u2

))

.

(79)

and for the third term

∂

∂t
Ψ

(0)
2 =

∂Ψ
(0)
2

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
2

∂ρu1

∂ρu1

∂t
+

∂Ψ
(0)
2

∂ρu2

∂ρu2

∂t

=

(

∂

∂x1

(

−1

3
u2 + u2

1

)

+
∂

∂x2
u1u2

)

Ψ
(0)
1

+

(

−2
∂

∂x1
u1 −

∂

∂x2
u2

)

Ψ
(0)
2 − ∂

∂x2
u1Ψ

(0)
3

=
∂

∂x1

(

(

u1 + u3
1

) ∂

∂x1
ρ +

(

1

3
u2 + u2

1u2

)

∂

∂x2
ρ

+

(

1

3
ρ + 3ρu2

1

)

∂

∂x1
u1 +

(

1

3
ρ + ρu2

1

)

∂

∂x2
u2 + 2ρu1u2

∂

∂x2
u1

)

+
∂

∂x2

((

1

3
u2 + u2

1u2

)

∂

∂x1
ρ +

(

1

3
u1 + u1u

2
2

)

∂

∂x2
ρ

+2ρu1u2
∂

∂x1
u1 + ρu2

2

∂

∂x2
u1 + ρu2

1

∂

∂x1
u2 + 2ρu1u2

∂

∂x2
u2

)

.

(80)

Combining all three terms we have,

Ψ
(1)
2 =

(

ω − 1

ω
− 1

2

)(

∂

∂x1

(

u3
1

∂

∂x1
ρ + u2

1u2
∂

∂x2
ρ +

(

3ρu2
1 −

2

3
ρ

)

∂

∂x1
u1

+2ρu1u2
∂

∂x2
u1 + ρu2

1

∂

∂x2
u2

)

+
∂

∂x2

(

u2
1u2

∂

∂x1
ρ + u1u

2
2

∂

∂x2
ρ + 2ρu1u2

∂

∂x1
u1 + 2ρu1u2

∂

∂x2
u2

+

(

ρu2
2 −

1

3
ρ

)

∂

∂x2
u1 +

(

ρu2
1 −

1

3
ρ

)

∂

∂x1
u2

))

(81)
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The final macroscopic equations for this particular lattice and quasiequilib-
rium then are to first order

∂

∂t
ρ = −Dxρu

∂

∂t
ρu1 = − ∂

∂x1

(ρ

3
+ ρu2

1

)

− ∂

∂x2
ρu1u2

− ε
2 − ω

2ω

(

∂

∂x1

(

u3
1

∂

∂x1
ρ + u2

1u2
∂

∂x2
ρ +

(

3ρu2
1 −

2

3
ρ

)

∂

∂x1
u1

+2ρu1u2
∂

∂x2
u1 + ρu2

1

∂

∂x2
u2

)

+
∂

∂x2

(

u2
1u2

∂

∂x1
ρ + u1u

2
2

∂

∂x2
ρ + 2ρu1u2

∂

∂x1
u1 + 2ρu1u2

∂

∂x2
u2

+

(

ρu2
2 −

1

3
ρ

)

∂

∂x2
u1 +

(

ρu2
1 −

1

3
ρ

)

∂

∂x1
u2

))

(82)

The second momentum density is available easily through symmetry.

7 Continuous Velocity Examples

We are now concerned with calculating, via the invariant manifold popula-
tions, the macroscopic moments approximated by the LBM chain in a contin-
uous velocity system. We select two examples, chosen to match the previous
discrete velocity schemes.

7.1 The athermal 1-D model

The first continuous velocity model we will examine is one chosen to match
the zero order dynamics of the discrete model studied in section 6.1, the one
dimensional system with the three discrete velocities {−1, 0, 1}. The contin-
uous population function acting as the quasi-equilibrium is a specific case of
the Maxwell distribution where the temperature is fixed, in this case to 1/3.

f (0) = ρ

√

3

2π
exp

(

−3

2
(v − u)2

)

(83)

With such a system the macroscopic variables are calculated as integrals rather
than the sums in the discrete case.

∫

∞

−∞

f (0)dv = ρ

∫

∞

−∞

vf (0)dv = ρu

∫

∞

−∞

v2f (0)dv =
1

3
ρ + ρu2

(84)
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Clearly this matches the moments retrieved in the discrete velocity case. Due
to this we can, analagously to the discrete case, immediately write down the
zero order macroscopic dynamics following equation 50.

Ψ
(1)
0 = −

∫

∞

∞

v

(

∂

∂x
f (0)

)

dv = − ∂

∂x

∫

∞

∞

vf (0)dv = − ∂

∂x
ρu (85)

Ψ
(2)
0 = −

∫

∞

∞

v2

(

∂

∂x
f (0)

)

dv = − ∂

∂x

∫

∞

∞

v2f (0)dv = − ∂

∂x

(

1

3
ρ + ρu2

)

(86)
In order to calculate the first order moments we expect that we shall require
the first order continuous populations. These are also derived exactly as in
the discrete case with the replacement of the sum, by the integral, in the
calculation of the moments. Since we replicate the discrete case the collision
we select is again the BGK collision and we derive the first order populations
from equation 33.

ω

1 − ω
f (1) = ρ

√

3

2π
exp

(

−3

2
(v − u)2

)

·
(

1 − 3v2 + 6vu − 3u2
)

·
(

∂

∂x
u

)

(87)

Again we calculate the first order moments from the template given by equa-
tion 53

Ψ
(1)
1 =

1

2

∫

∞

∞

v2

(

∂2

∂x2
f (0)

)

dv −
∫

∞

∞

v

(

∂

∂x
f (1)

)

dv − 1

2

∂

∂t
Ψ

(0)
1 (88)

Exactly as the discrete case the second term here is the space derivative of the
momentum of the f (1) which equals zero due to all moments of non equilibrium
components being zero and the first term can be calculated immediately from
the quasi-equilibrium therefore,

Ψ
(1)
1 =

1

2

∂2

∂x2

(ρ

3
+ ρu2

)

− 1

2

∂

∂t
Ψ

(0)
1 . (89)

Again the time derivative of Ψ (0) can be calculated by the chain rule,

∂

∂t
Ψ

(0)
1 =

∂Ψ
(0)
1

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
1

∂ρu

∂ρu

∂t
= − ∂

∂x
Ψ

(0)
2 =

∂2

∂x2

(ρ

3
+ ρu2

)

(90)

Substituting we have,

Ψ
(1)
1 =

1

2

∂2

∂x2

(ρ

3
+ ρu2

)

− 1

2

∂2

∂x2

(ρ

3
+ ρu2

)

= 0. (91)

For the continuous velocity momentum moment we have

Ψ
(1)
2 =

1

2

∫

∞

∞

v3

(

∂2

∂x2
f(0)

)

dv −
∫

∞

∞

v2

(

∂

∂x
f (1)

)

dv − 1

2

∂

∂t
Ψ

(0)
2 (92)



The Invariant Manifold Approach to LBMs 23

Rearranging and performing the first two integrals gives us

Ψ
(1)
2 =

1

2

∂2

∂x2

(

ρu + ρu3
)

− ∂

∂x

(

−2

3
ρ

(

∂

∂x
u

))

− 1

2

∂

∂t
Ψ

(0)
2 (93)

Again using the chain rule, this term is exactly as in the discrete case,

∂

∂t
Ψ

(0)
2 =

∂Ψ
(0)
2

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
2

∂ρu

∂ρu

∂t
= − ∂

∂x

(

1

3
− u2

)

Ψ
(0)
1 − ∂

∂x
2uΨ

(0)
2

=
∂

∂x

(

2

3
u

∂

∂x
ρ +

(

1

3
− u2

)

∂

∂x
ρu + 2u

∂

∂x
ρu2

)

(94)

Substituting this all back in we have,

Ψ
(1)
2 =

(

ω − 1

ω
− 1

2

)

∂

∂x

(

−2

3
ρ

∂

∂x
u

)

=
ω − 2

2ω

∂

∂x

(

−2

3
ρ

∂

∂x
u

)

. (95)

The moment gradients are then, for the continuous velocity system, to first
order in ε,

∂

∂t
ρ = − ∂

∂x
ρu + o(ε)

∂

∂t
ρu = − ∂

∂x

(

1

3
ρ + ρu2

)

− ε
2 − ω

2ω

∂

∂x

(

−2

3
ρ

∂

∂x
u

)

+ o(ε)
(96)

We immediately observe that several of the dissipative terms that appeared
in the discrete velocity system do not occur when we use continuous velocities

7.2 The athermal 2D model

The next continuous velocity model we examine is the widely used athermal
2d model. Again we use a specific choice of the Maxwellian distribution which
matches the zero order moments given by the discrete velocity set.

f (0) = ρ
3

2π
exp

(

−3

2

(

(v1 − u1)
2 + (v2 − u2)

2
)

)

(97)

Again macroscopic variables are calculated by integrals over velocity space
∫

R2

f (0)dv = ρ

∫

R2

v1f
(0)dv = ρu1

∫

R2

v2f
(0)dv = ρu2

∫

R2

(v2
1 + v2

2)f
(0)dv =

2

3
ρ + ρ(u2

1 + u2
2)

(98)
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Again we calculate the zero order moments,

Ψ
(0)
1 =

∫

R2

−v · Dxf
α,(0)
M dv

= − ∂

∂x1

∫

R2

v1f
α,(0)
M dv − ∂

∂x2

∫

R2

v2f
α,(0)
M dv

= − ∂

∂x1
ρu1 −

∂

∂x2
ρu2

(99)

and for the first momentum derivative

Ψ
(0)
2 =

∫

R2

v1

(

−v · Dxf
α,(0)
M

)

dv

= − ∂

∂x1

∫

R2

v2
1f

α,(0)
M dv − ∂

∂x2

∫

R2

v1v2f
α,(0)
M dv

= − ∂

∂x1

(

1

3
ρ + ρu2

1

)

− ∂

∂x2
ρu1u2

(100)

for the second momentum derivative

Ψ
(0)
3 =

∫

R2

v2

(

−v · Dxf
α,(0)
M

)

dv

= − ∂

∂x1

∫

R2

v1v2f
α,(0)
M dv − ∂

∂x2

∫

R2

v2
2f

α,(0)
M dv

= − ∂

∂x1
ρu1u2 −

∂

∂x2

(

1

3
ρ + ρu2

2

)

(101)

We again calculate the first order populations following equation 33.

ω

1 − ω
f (1) =

ρ
3

2π
exp

(

−3

2

(

(v1 − u1)
2 + (v2 − u2)

2
)

)

·
(

(

1 − 3v2
1 + 6v1u1 − 3u2

1

) ∂

∂x1
u1

+ (−3v1v2 + 3v1u2 + 3v2u1 − 3u1u2)
∂

∂x2
u1

+ (−3v1v2 + 3v1u2 + 3v2u1 − 3u1u2)
∂

∂x1
u2

+
(

1 − 3v2
2 + 6v2u2 − 3u2

2

) ∂

∂x2
u2

)

(102)

The first order density moment is given by,

Ψ
(1)
1 =

1

2

∫

R2

v · Dx

(

v · Dxf (0)
)

dv −
∫

R2

v · Dxf
(1)
M dv − 1

2

∂

∂t
Ψ

(0)
1 (103)
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Performing the integrals of the first two terms we note that the second term
is again zero therefore

Ψ
(1)
1 =

1

2

∂2

∂x2
1

(

1

3
ρ + ρu2

1

)

+
∂2

∂x1x2
ρu1u2 +

1

2

∂2

∂x2
2

(

1

3
ρ + ρu2

2

)

− 1

2

∂

∂t
Ψ

(0)
1

(104)
and exactly as in the discrete velocity system we have for the third term

∂

∂t
Ψ

(0)
1 =

∂Ψ
(0)
1

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
1

∂ρu1

∂ρu1

∂t
+

∂Ψ
(0)
1

∂ρu2

∂ρu2

∂t
= − ∂

∂x1
Ψ

(0)
2 − ∂

∂x2
Ψ

(0)
3

= − ∂

∂x1

(

− ∂

∂x1

(

1

3
ρ + ρu2

1

)

− ∂

∂x2
ρu1u2

)

− ∂

∂x2

(

− ∂

∂x1
ρu1u2 −

∂

∂x2

(

1

3
ρ + ρu2

2

))

(105)

hence subtracting these we have Ψ
(1)
1 = 0.

For the first second order momentum density we have

Ψ
(1)
2 =

1

2

∫

R2

v1

(

v · Dx

(

v · Dxf (0)
))

dv +

∫

R2

v1

(

−v · Dxf (1)
)

dv − 1

2

∂

∂t
Ψ

(0)
2

(106)
Again performing the integrations from the first two terms we have

Ψ
(1)
2 =

1

2

(

∂2

∂x2
1

(

ρu3
1 + ρu1

)

+
∂2

∂x1∂x2

(

1

3
ρu2 + ρu2

1u2

)

+
∂2

∂x2

(

1

3
ρu1 + ρu1u

2
2

))

+
ω − 1

2ω

(

∂

∂x1

(

−2

3
ρ

∂

∂x1
u1

)

− ∂

∂x2

(

−1

3
ρ

(

∂

∂x1
u2 +

∂

∂x2
u1

)))

− 1

2

∂

∂t
Ψ

(0)
2

(107)

and for the third term
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∂

∂t
Ψ

(0)
2 =

∂Ψ
(0)
2

∂ρ

∂ρ

∂t
+

∂Ψ
(0)
2

∂ρu1

∂ρu1

∂t
+

∂Ψ
(0)
2

∂ρu2

∂ρu2

∂t

=

(

∂

∂x1

(

−1

3
u2 + u2

1

)

+
∂

∂x2
u1u2

)

Ψ
(0)
1

+

(

−2
∂

∂x1
u1 −

∂

∂x2
u2

)

Ψ
(0)
2 − ∂

∂x2
u1Ψ

(0)
3

=
∂

∂x1

(

(

u1 + u3
1

) ∂

∂x1
ρ +

(

1

3
u2 + u2

1u2

)

∂

∂x2
ρ

+

(

1

3
ρ + 3ρu2

1

)

∂

∂x1
u1 +

(

1

3
ρ + ρu2

1

)

∂

∂x2
u2 + 2ρu1u2

∂

∂x2
u1

)

+
∂

∂x2

((

1

3
u2 + u2

1u2

)

∂

∂x1
ρ +

(

1

3
u1 + u1u

2
2

)

∂

∂x2
ρ + 2ρu1u2

∂

∂x1
u1

+ ρu2
2

∂

∂x2
u1 + ρu2

1

∂

∂x1
u2 + 2ρu1u2

∂

∂x2
u2

)

(108)

Combining all three terms we have

Ψ
(1)
2 =

(

ω − 1

ω
− 1

2

)(

∂

∂x1

(

−2

3
ρ

∂

∂x1
u1

)

− ∂

∂x2

(

−1

3
ρ

(

∂

∂x1
u2 +

∂

∂x2
u1

)))

(109)

The final macroscopic equations for this particular lattice and quasiequilib-
rium then are

∂

∂t
ρ = −Dxρu

∂

∂t
ρu1 = − ∂

∂x1

(ρ

3
+ ρu2

1

)

− ∂

∂x2
ρu1u2

− ε
2 − ω

2ω

(

∂

∂x1

(

−2

3
ρ

∂

∂x1
u1

)

− ∂

∂x2

(

−1

3
ρ

(

∂

∂x1
u2 +

∂

∂x2
u1

)))

(110)

and again the second momentum density can be found by reflection. Once
again many of the disippative terms vanish in the continuous velocity system.

8 Macroscopic Stability

In the previous sections we have demonstrated the discrete velocity systems
studied do not recover the exact macroscopic dissipative dynamics of the con-
tinuous system. We are now concerned with the stability of the discrete dy-
namics under a short wave perturbation.
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8.1 The athermal 1-D model

We consider perturbations by a Fourier mode around a constant flow, that is
we write

ρ = ρ0 + Aei(λt+κx)

u = u0 + Bei(λt+κx)
(111)

We combine this with a composite coefficient for the first order part

ν = ε
2 − ω

2ω
(112)

Substituting these into the macroscopic equations and with some rearrange-
ment for the u term we have

Aλ = −ρ0Bκ − u0Aκ

Bλ = − 1

3ρ0
Aκ − u0Bκ − ν

(

u3
0

ρ0
Aiκ2 +

(

3u2
0 −

2

3

)

Biκ2

)

(113)

We take eigenvalues of the matrix
(

−u0κ −ρ0κ

− 1
3ρ0

κ − ν
u3
0

ρ0
iκ2 −u0κ − ν

(

3u2
0 − 2

3

)

iκ2

)

(114)

which give us two values for λ

λ = κ

(

−u0 −
3

2
νu2

0iκ +
1

3
νiκ ±

√

νu3
0iκ− 9

4
ν2u4

0κ
2 + ν2u2

0κ
2 − 1

9
ν2κ2 +

1

3

)

(115)
In order for the manifold to remain bounded in time we investigate parameters
which give =(λ) ≥ 0. We begin by checking aymptotics of two parameters, for
large κ we have

λ = νκ2

(

−3

2
u2

0i +
1

3
i ±
√

−
(

3

2
u2

0 +
1

3

)

)

= 0, νκ2

(

−3u2
0 +

2

3

)

i

(116)

and for large u0

λ = κ

(

−3

2
νu2

0iκ±
√

−9

4
ν2u4

0κ
2

)

= 0,−3νu2
0iκ

2

(117)

We can see from this that for non-zero κ the first condition that should be
satisfied for stability is u2

0 < 2/9, for large u0 it is necessary for κ to equal 0.
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Additionally, stability is absolutely contingent on the composite coefficient ν
being positive, this is the dual condition that time steps are positive and that
relaxation parameter of the collision ω is in the interval 0 ≤ ω ≤ 2 (repeated
steps of the collision integral in isolation go towards the quasiequilibrium).
We can confirm these results numerically by plotting the contours of the two
eigenvalues equal to zero. In fact in Figure(2) we additionally plot contours
below zero to show the decay from stability.

u0

κ

−3 −2 −1 0 1 2 3
−1.5

−1

−0.5

0

0.5

1

1.5

u0

κ

−3 −2 −1 0 1 2 3
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−0.5

0

0.5

1

1.5

u0

κ

−3 −2 −1 0 1 2 3
−1.5

−1

−0.5

0

0.5

1

1.5

Fig. 2. The first two figures show stability for each of the two eigenvalues in the
D1Q3 system with ν = 1, the third figure plots the minimum of the two. Contours
are plotted at =(λ) = (−0.3,−0.2,−0.1, 0), the yellow region and it’s boundary
indicate the stable region and, the other colours, the decay from stability.

8.2 The athermal 2-D model

We extend the stability analysis from the one dimensional case with a per-
turbation in the additional space direction. The perturbed system is given
by,

ρ = ρ0 + Aei(λt+κ1x1+κ2x2)

u1 = u10 + B1e
i(λt+κ1x1+κ2x2)

u2 = u20 + B2e
i(λt+κ1x1+κ2x2)

(118)

In this case we investigate the short wave asymptotics as |κ1|, |κ2| → ∞. The
eigenvalues of the system under such conditions are

λ1,2 =

(

1

3
− 3

2
u1

2
0

)

iνκ2
1 +

(

1

3
− 3

2
u2

2
0

)

iνκ2
2 − 3iνu10u20κ1κ2

±
√

−
((

1

3
− 3

2
u1

2
0

)

νκ2
1 +

(

1

3
− 3

2
u2

2
0

)

νκ2
2 − 3νu10u20κ1κ2

)

,

λ3 =

(

1

3
− u1

2
0

)

iνκ2
1 +

(

1

3
− u2

2
0

)

iνκ2
2 − 2iνu10u20κ1κ2.

(119)
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In the 1-D examples all terms were in even powers of κ whereas in this case
there are cross terms in the product κ1κ2. Because of this it is necessary to
consider the different permutations of signs for these terms. Since the condi-
tion that the third eigenvalue imposes is weaker than that of the the first two,
which are equivalent, it is sufficient to find the region of stability using just
one of these. Again assuming that the coefficient ν is positive, the region is
given by parameters satisfying the two conditions.
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The plot of the region generated by these inequalities is given in Figure 6.
Again for specific parameters the stability can be calculated numerically. In
the first case examine the case where κ2, u20 = 0. Figure (3) shows the stability
plot for the three eigenvalues and their minimum, in this case we see that while
the eigenvalues are different from their counterparts in the 1-D system, the
stability region is exactly the same. In Figure (4) we vary κ2 and u20 to see
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Fig. 3. The first three figures show stability for each of the three eigenvalues in
the athermal D2Q9 system with parameters ν = 1, u2 = 0, κ2 = 0, the fourth
figure plots the minimum of them. In each case the contours are plotted at λ =
(−0.3,−0.2,−0.1, 0) therefore the yellow region and it’s boundary describe the stable
area.

what affect this has on the stability region. For a more complete picture we
plot u10 against κ2 and again plot the stability region. In Figure (5) we vary
κ1 and u20 across the different plots.

9 Conclusion

In the analaysis of the continuous Boltzmann equation, the Chapman-Enskog
procedure is known to reproduce the Navier stokes equations[2, 3, 4]. This is
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Fig. 4. Stability regions for the athermal D2Q9 system. Contours are plotted at
=(λ) = (−0.3,−0.2,−0.1, 0), the yellow region and it’s boundary indicate the stable
region and, the other colours, the decay from stability. The parameters are ν = 1 and
additionally a) κ2 = −0.1, u20 = −0.5;b) κ2 = −0.1, u20 = 0;c) κ2 = −0.1, u20 =
0.5; d) κ2 = 0, u20 = −0.5; e) κ2 = 0, u20 = 0; f) κ2 = 0, u20 = 0.5; g) κ2 =
0.1, u20 = −0.5;h) κ2 = 0.1, u20 = 0;i) κ2 = 0.1, u20 = 0.5.

achieved by a perturbation by a small parameter, the Knudsen number. At
the zero and first orders of this parameter, repsectively, the convective and
diffusive dynamics appear. At higher orders which were not discussed here the
Burnett equations arise.

The discrete time Boltzmann system is qualitatively different from the
continuous case. We put forth that this discrete scheme is effectively chosen
to solve the Euler equations. In parallel with Goodman and Lax[6] we view
the dissipative part of the fluid as a direct consequence of the discrete scheme
used. In this work we have used the idea of invariant manifolds[7] to calcu-
late the macroscopic dynamics arising from discrete time Boltzmann schemes.
This technique is based on an expansion in a different small parameter, the
time step ε. Dynamics at the zero and first orders again correspond to the con-
servative and dissipative parts of a fluid respectively. Although in this work
we calculate these dynamics up to the first order only, the methodology can
be extended to calculate higher order systems.

To compute a solution to the Boltzmann system it is also necessary to
discretize velocity space. We have presented two alternative modes of thought
to reason why this should be, which produce equivalent systems. We have
calculated the exact macroscopic dynamics up to first order of two common
discrete velocity schemes, and their continuous counterparts. Although the dy-
namics of these two schemes match at the zero order, in the discrete velocity
case additional erroneous terms arise at the first order. Such errors might be
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Fig. 5. Stability regions for the athermal D2Q9 system. Contours are plotted at
=(λ) = (−0.3,−0.2,−0.1, 0), the yellow region and it’s boundary indicate the stable
region and, the other colours, the decay from stability. The parameters are ν = 1 and
additionally a) κ1 = −0.1, u20 = −0.5;b) κ1 = −0.1, u20 = 0;c) κ1 = −0.1, u20 =
0.5; d) κ1 = 0, u20 = −0.5; e) κ1 = 0, u20 = 0; f) κ1 = 0, u20 = 0.5; g) κ1 =
0.1, u20 = −0.5;h) κ1 = 0.1, u20 = 0;i) κ1 = 0.1, u20 = 0.5.
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Fig. 6. Stability regions for the athermal D2Q9 system. Contours are plotted at
=(λ) = (−0.3,−0.2,−0.1, 0), the yellow region and it’s boundary indicate the stable
region and, the other colours, the decay from stability. The parameters are ν = 1
and |κ1|, |κ2| → ∞.

expected due to the way the quasi-equilibria in the discrete case are defined.
If we view the discrete velocity summation as a quadrature approximation to
the continuous velocity integral, then we should expect an error of integra-
tion. At the zero order we find no such error. This is due to an equilibrium
being constructed specifically that the zero order moments are calculated ex-
actly. This equilibrium consists of merely the first three terms of the Taylor
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expansion of the continuous equilibrium about the zero momentum position.
It should, perhaps then, be no surprise that the dissipative dynamics in the
discrete system approach those of the continuous system only in the limit of
momentum going to zero.

Finally we perform a stability analysis of the macroscopic dynamics of the
discrete velocity schemes under a short wave perturbation. In common with
other authors using similar Fourier techniques [16, 17], and with our own ear-
lier assumptions, we find that two lattice parameters are critical for stability.
These are the time step ε which must be positive, and the relaxation param-
eter ω, which must be chosen for non-zero flow speed in the interval (−1, 1).
We also analytically and graphically give the permissible range of macroscopic
quantities for stability. For the athermal systems study the density ρ can be
any value, whereas the momentum u should be within an area centered around
the zero point. The exact shape of this region is determined by the choice of
velocity discretization.

A First order populations for the D2Q9 lattice with

standard polynomial quasi-equilibria
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