Dynamic correction to moment approximations
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Considering the Grad moment ansatz as a suitable first approximation to a closed finite-moment dynamics, the correction is derived from the Boltzmann equation. The correction consists of two parts, local and nonlocal. Locally corrected thirteen-moment equations are demonstrated to contain exact transport coefficients. Equations resulting from the nonlocal correction give a microscopic justification to some phenomenological theories of extended hydrodynamics. [S1063-651X(98)03502-8]
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A considerable part of the modern development of nonequilibrium thermodynamics is based on the idea of extension of the list of relevant variables. Various phenomenological and semiphenomenological theories in this domain are known under the common title of extended irreversible thermodynamics (EIT) [1]. With this, the question of a microscopic justification of the EIT becomes important. Recall that a justification for some of the versions of the EIT was found within the well-known Grad moment method [2].

Originally, the Grad moment approximation was introduced for the purpose of solving the Boltzmann-like equations of the classical kinetic theory. The Grad method is used in various kinetic problems, e.g., in plasma and in phonon transport. We mention also that Grad equations assist in understanding asymptotic features of gradient expansions, both in linear and in nonlinear domains [3].

The essence of the Grad method is to introduce an approximation to the one-particle distribution function \( f \), which would depend only on a finite number \( N \) of moments, and, subsequently, to use this approximation to derive a closed system of \( N \) moment equations from the kinetic equation. The number \( N \) (the level at which the moment transport hierarchy is truncated) is not specified in the Grad method. One particular way to choose \( N \) is to obtain an estimation of the transport coefficients (viscosity and heat conductivity) sufficiently close to their exact values provided by the Chapman-Enskog method (CE) [4]. In particular, for the thirteen-moment (13M) Grad approximation it is well known that transport coefficients are equal to the first Sonine polynomial approximation to the exact CE values. Accounting for higher moments with \( N>13 \) can improve this approximation (good for neutral gases but poor for plasmas [5]). However, what should be done, starting with the 13M approximation, to come to the exact CE transport coefficients is an open question. It is also well known [6] that the Grad method provides a poorly converging approximation when applied to strongly nonequilibrium problems (such as shock and kinetic layers).

Another question comes from the approximate character of the Grad equations, and is discussed in frames of the EIT: while the Grad equations are strictly hyperbolic at any level \( N \) (i.e., predicting a finite speed of propagation), will this feature be preserved in the further corrections?

These two questions are special cases of a more general one, namely, how does one derive a closed description with a given number of moments? Such a description is sometimes called mesoscopic [7] since it occupies an intermediate level between the hydrodynamic (macroscopic) and the kinetic (microscopic) levels of description.

In this paper we aim at deriving the mesoscopic dynamics of thirteen moments in the simplest case when the kinetic description satisfies the linearized Boltzmann equation. Our approach will be based on the two assumptions: (i) The mesoscopic dynamics of thirteen moments exists, and is invariant with respect to the microscopic dynamics. (ii) The 13M Grad approximation is a suitable first approximation to this mesoscopic dynamics. The assumption (i) is realized as the invariance equation for the (unknown) mesoscopic distribution function. Following the assumption (ii), we solve the invariance equation iteratively, taking the 13M Grad approximation for the input approximation, and consider the first iteration (further we refer to this as to the dynamic correction, to distinguish from constructing another ansatz). We demonstrate that the correction results in the exact CE transport coefficients. We also demonstrate how the dynamic correction modifies the hyperbolicity of the Grad equations. A similar viewpoint on derivation of hydrodynamics was earlier developed in [8] (we will return to a comparison below).

First, we review the Boltzmann equation and the 13M Grad approximation. We denote as \( n_0 \), \( \mathbf{u}_0 = 0 \), and \( p_0 \) the equilibrium values of the hydrodynamic parameters (\( n \) is the number density, \( \mathbf{u} \) is the average velocity, and \( p = nk_BT \) is the pressure). The global Maxwell distribution function \( F \) is

\[
F = n_0 (\mathbf{v}_T)^{-3} \pi^{-3/2} \exp(-c^2),
\]

where \( \mathbf{v}_T = \sqrt{2k_BT}m^{-1/2} \) is the equilibrium heat velocity, and \( c = \sqrt{\frac{2}{3}}vT \) is the peculiar velocity of a particle. The near-equilibrium dynamics of the distribution function, \( f = F(1 + \phi) \), is due to the linearized Boltzmann equation:
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\[
\frac{\partial}{\partial t} \varphi = J \varphi = -v T e \cdot \nabla \varphi + L \varphi,
\]

where \( L \) is the linearized collision operator, and \( w \) is the probability density of pair encounters.

\[ n = \frac{\partial n}{\partial n_0}, \quad u = \frac{\partial u}{\partial n_0}, \quad p = \frac{\partial p}{\partial p_0} \quad (p = n + T, \quad T = \frac{\partial T}{\partial T_0}) \]

are dimensionless deviations of the hydrodynamic variables, while \( \varphi = \frac{\partial \varphi}{\partial \varphi_0} \) and \( q = \frac{\partial q}{\partial q_0} \) are dimensionless deviations of the stress tensor \( \varphi \) and of the heat flux \( q \).

The linearized 13M Grad distribution function is \( f_0 = F(c)(1 + \varphi_0) \), where

\[ \varphi_0 = \varphi_1 + \varphi_2, \quad \varphi_1 = n + 2 u \cdot c + T[c^2 - (3/2)], \]

\[ \varphi_2 = \frac{1}{2} \varphi \cdot \bar{c} \bar{c} + (4/5) q \cdot c [c^2 - (5/2)] \].

The overbar denotes a symmetric traceless dyad.

The 13M Grad's equations are derived in two steps: first, the 13M Grad's distribution function (1) is inserted into the linearized Boltzmann equation to give a formal expression,

\[ \frac{\partial \varphi_0}{\partial t} = J \varphi_0, \quad \text{second, projector } P_0 \text{ is applied to this expression, where } P_0 = P_1 + P_2: \]

\[ P_1 = \frac{F_0}{n_0} X_0 \int X_0 \cdot d\mathbf{v} + Y \cdot \int Y \cdot d\mathbf{v} + Z \cdot \int Z \cdot d\mathbf{v}, \]

\[ P_2 = \frac{F_0}{n_0} Y \cdot \int Y \cdot d\mathbf{v} + Z \cdot \int Z \cdot d\mathbf{v}. \]

Here \( X_0 = 1, \quad Y = \sqrt{2} \bar{c}, \quad Z = (2/\sqrt{5}) c(c^2 - \frac{1}{2}) \).

The resulting equation,

\[ P_0[FJ \varphi_0] = P_0[F \bar{\varphi}], \]

is a compressed representation for the 13M Grad equations for the macroscopic variables \( M_{13} = \{n, u, T, \varphi, q\} \).

Now we turn to the main purpose of this paper, and derive the dynamic correction to the 13M distribution function (1). The assumption (i) (existence of closed dynamics of thirteen moments) implies the invariance equation for the true mesoscopic distribution function, \( \bar{f}(M_{13}, c) = F[1 + \bar{\varphi}(M_{13}, c)] \), where we have stressed that this function depends parametrically on the same thirteen macroscopic parameters, as the original Grad approximation. The invariance condition for \( \bar{f}(M_{13}, c) \) reads

\[ (1 - \bar{P}) [F \bar{\varphi}] = 0, \]  

where \( \bar{P} \) is the projector associated with \( \bar{f} \). Generally speaking, the projector \( \bar{P} \) depends on the distribution function \( \bar{f} \) [8,9]. In the following, we use the projector \( P_0 \) (2), which will be consistent with our approximate treatment of Eq. (3).

Following the assumption (ii) [13M Grad's distribution function (1) is a good initial approximation], the Grad's function \( f_0 \) and the projector \( P_0 \) are chosen as the input data for solving Eq. (3) iteratively. The dynamic correction amounts to the first iterate. Let us consider these steps in more detail.

Substituting \( \varphi_0 \) (1) and \( P_0 \) (2) instead of \( \varphi \) and \( P \) in Eq. (3), we get \( (1 - P_0)[FJ \varphi_0] = \Delta_0 \neq 0 \), which demonstrates that (1) is not a solution of Eq. (3). Moreover, \( \Delta_0 \) splits in two natural pieces: \( \Delta_0 = \Delta_0^{nloc} + \Delta_0^{nloc} \), where

\[ \Delta_0^{loc} = (1 - P_2)[F \bar{L} \varphi_2], \quad \Delta_0^{nloc} = (1 - P_0)[v_T F c \cdot \nabla \varphi_0]. \]

Here we have accounted for \( P_2[F \bar{L} \varphi_2] = 0 \), and \( \bar{L} \varphi_1 = 0 \). The first piece of Eq. (4), \( \Delta_0^{loc} \), can be termed local because it does not account for spatial gradients. Its origin is twofold. In the first place, recall that we are performing our analysis in a non-local-equilibrium state (the 13M approximation is not a zero point of the Boltzmann collision integral, hence \( \bar{L} \varphi_2 \neq 0 \)). In the second place, specializing to the linearized case under consideration, functions \( \bar{c} \bar{c} \) and \( c(c^2 - (5/2)) \), in general, are not the eigenfunctions of the linearized collision integral, and hence \( P_2[F \bar{L} \varphi_0] \neq F \bar{L} \varphi_0 \), resulting in \( \Delta_0^{loc} \neq 0 \) [10].

Using Cartesian coordinates and summation convention, the nonlocal part may be written as

\[ \Delta_0^{nloc} = -v_T f_0 (\Pi_1 |k|_{rs} \partial_r \sigma_{rs} + \Pi_2 |k|_{ip} \partial_{ip}) \hat{q}_i + \Pi_3 \partial_{ip} \hat{q}_k, \]

where \( \partial_i = \partial / \partial x_i \), and \( \Pi \) are velocity polynomials:

\[ \Pi_1 |k|_{rs} = c_k [c_k (1/3) \delta_{rs} c^2 - (2/5) \delta_{rs} c^2], \]

\[ \Pi_2 |k|_{ip} = (4/5) [c^2 - (7/2)] [\delta_{ik} c_k c^2], \]

\[ \Pi_3 = (4/5) [c^2 - (5/2)] [c^2 - (3/2)] c^2. \]

We seek the dynamic correction of the form

\[ f = f_0 [1 + \varphi_0 + \phi]. \]

Substituting \( \varphi = \varphi_0 + \phi \), and \( P = P_0 \), into Eq. (3), we derive an equation for the correction \( \phi \):

\[ (1 - P_2)[F \bar{L} (\varphi_2 + \phi)] = (1 - P_0)[v_T F c \cdot \nabla (\varphi_0 + \phi)]. \]

Equation (6) should be supplied with the additional condition, \( P_0[F \phi] = 0 \).

Let us apply the usual ordering to solve the Eq. (6), introducing a small parameter \( \epsilon \), multiplying the collision integral \( \bar{L} \) with \( \epsilon^{-1} \), and expanding \( \phi = \sum \phi^{(n)} \epsilon^n \). Subject to the additional condition, the resulting sequence of linear integral equations is uniquely soluble. Let us consider the first two orders in \( \epsilon \).

Because \( \Delta_0^{loc} \neq 0 \), the leading correction is of the order \( \epsilon^0 \), i.e., of the same order as the initial approximation \( \varphi_0 \). The function \( \phi^{(0)} \) is due to the following equation:

\[ (1 - P_2)[F \bar{L} (\varphi_2 + \phi^{(0)})] = 0, \]

subject to \( P_0[F \phi^{(0)}] = 0 \). Equation (7) has the unique solution \( \phi_2^{(0)} = 0 \), \( Y^{(0)} + q \cdot Z^{(0)} \), where functions \( Y^{(0)} \) and \( Z^{(0)} \) are solutions of the integral equations:
subject to the conditions $P_1[f_0Y^{(0)}] = 0$ and $P_1[f_0Z^{(0)}] = 0$. Factors $a$ and $b$ are

$$a = \pi^{-3/2} \int e^{-c^2Z^{(0)} \cdot \dot{L}Z^{(0)}} dc,$$

$$b = \pi^{-3/2} \int e^{-c^2\gamma^{(0)} \cdot \dot{L}\gamma^{(0)}} dc.$$

Now we are able to notice Eq. (8) coincides with the CE equations [4] for the exact transport coefficients (viscosity and temperature conductivity). Emergence of these well-known equations in the present context is important and rather unexpected: when the moment transport equations are closed with the locally corrected function $f^{loc} = F_1 + \varphi_0 + \phi^{(0)}$, we come to a closed set of thirteen equations containing the exact CE transport coefficients.

Let us analyze the next order ($e^1$), where $\Delta^{\text{loc}}_0$ comes into play. To simplify matters, we neglect the difference between the exact and the approximate CE transport coefficients. The correction $\phi^{(1)}$ is due to the equation

$$(1 - P_2)[F_1 \dot{\phi}^{(1)}] + \Delta^{\text{loc}}_0 = 0,$$  

the additional condition is $P_0[f_0\phi^{(1)}] = 0$. The problem reduces to three integral equations of a familiar form:

$$LF_{1|krs} = \Pi_{1|krs}, \quad LF_{2|ik} = \Pi_{2|ik}, \quad LF_{3} = \Pi_{3},$$

subject to the following conditions: $P_1[F_0F_{1|krs}] = 0$, $P_1[F_0F_{2|ik}] = 0$, and $P_1[F_0F_{3}] = 0$. Integral equations (10) are of the same structure as the integral equations appearing in the CE method, and the methods to handle them are well developed [4]. In particular, a reasonable approximation is to take $F_{\dot{\xi}i} = -A_{\dot{\xi}}\Pi_{\dot{\xi}i}$. Then

$$\phi^{(1)} = - \nabla (A_{1|krs} \delta_{\dot{\xi}r} \sigma_{\dot{\xi}s} + A_{2|ik} \delta_{\dot{\xi}k} q_{i} + A_{3} \delta_{\dot{\xi}k} k_{\dot{\xi}k}),$$

where $A_i$ are the approximate values of the kinetic coefficients, and which are expressed via matrix elements of the linearized collision integral:

$$A_i^{-1} T - \int \exp(-c^2) L_{\dot{\xi}i} \Pi_{\dot{\xi}} d\xi > 0.$$  

The estimation can be extended to a computational scheme for any given molecular model (e.g., for the Lennard-Jones potential), in the manner of the transport coefficients computations in the CE method.

To summarize the results of the dynamic correction, we quote first the unclosed equations for the variables $M_{13} = M_{13} = \{n, u, T, \sigma, \eta\}$:

$$(1/\nu_T) \partial_t n + \nabla \cdot u = 0,$$  

$$(2/\nu_T) \partial_t u + \nabla (T + n) + \nabla \cdot \sigma = 0,$$  

$$(1/\nu_T) \partial_t T + (2/3) \nabla \cdot u + (2/3) \nabla \cdot q = 0.$$  

Terms spoiling the closure are the higher moments of the distribution function,

$$h = 2 \pi^{-3/2} \int e^{-c^2N \varphi_{ccc}dc}, \quad g = 2 \pi^{-3/2} \int e^{-c^2N \varphi_{ccc}^{2}dc},$$

and the ‘’moments’’ of the collision integral,

$$R = \frac{2}{\nu_T} \pi^{-3/2} \int e^{-c^2CCF \varphi_{ccc}dc},$$  

$$R = \frac{2}{\nu_T} \pi^{-3/2} \int e^{-c^2CCF^{2} \varphi_{ccc}dc}.$$  

The 13M Grad’s distribution function (1) provides the closing approximation to both the higher moments and the ‘’moments’’ of the collision integral:

$$R_0 = -\mu_{0}^{-1} \sigma, \quad R_0 = -\lambda_{0}^{-1} q,$$

$$\nabla \cdot h_0 = (2/3) \nabla \cdot q + (4/5) \nabla \cdot q,$$

$$\nabla \cdot g_0 = (5/2) \nabla \cdot (p + T) + (7/2) \nabla \cdot \sigma,$$

where $\mu_0$ and $\lambda_0$ are the first Sonine polynomial approximations to the viscosity and the temperature conductivity coefficients [4], respectively.

The local correction improves the closure of the ‘’moments’’ of collision integral:

$$R = -\mu_{cE}^{-1} \sigma, \quad R = -\lambda_{cE}^{-1} q,$$

where index CE corresponds to exact Chapman-Enskog values of the transport coefficients.

The nonlocal correction adds the following terms to the higher moments:

$$\nabla \cdot g = \nabla \cdot g_0 - A_1 \nabla \cdot q - A_2 \nabla \cdot \nabla \cdot q,$$

$$\nabla \cdot h = \nabla \cdot h_0 - A_1 \nabla \cdot \nabla \cdot q,$$

where $A_i$ are the kinetic coefficients derived above.

In order to illustrate what changes in Grad equations with the nonlocal correction, let us consider the model with two scalar variables, $T(x,t)$ and $q(x,t)$ (a simplified case of the one-dimensional corrected 13M system where one retains only the variables responsible for heat conduction):

$$\partial_t T + \partial_x q = 0, \quad \partial_t q + \partial_x T - \sigma \partial_x^2 q + q = 0.$$  

Parameter $\sigma > 0$ controls ‘’turning on’’ the nonlocal correction. Using $(q(k,\omega), T(k,\omega)) \exp(i\omega t + ikx)$, we come to a dispersion relation for the two roots $\omega_1,2(k)$. Without the correction ($\sigma = 0$), there are two roots of $k$: for $0 \leq k < k_1$, dispersion is diffusive (real Re$\omega_1(k) \leq 0$, Im$\omega_1(k) = 0$), while for $k \geq k_1$, dispersion is wavelike $\omega_2(k) = \omega_2^2(k)$, Im$\omega_2(k) \neq 0$. For $a$ between 0 and 1, the dispersion modifies in the following way: the wavelike domain becomes bounded, and exists for $k \in [k_-(a), k_+(a)]$, while
the diffusionlike domain consists of two pieces, \( k<k_-(a) \) and \( k>k_+(a) \). The dispersion relation for \( a = 1/2 \) is shown in the Fig. 1. As \( a \) increases to 1, the boundaries of the wave-like domain, \( k_-(a) \) and \( k_+(a) \), move towards each other, and collapse at \( a = 1 \). For \( a > 1 \), the dispersion relation becomes purely diffusive (Im\( \omega_{1,2} = 0 \)) for all \( k \).

We close this paper with a discussion.

(i) Considering the 13M Grad ansatz as a suitable approximation to the closed dynamics of thirteen moments, we have found that the first correction leads to exact Chapman-Enskog transport coefficients. Further, the nonlocal part of this correction extends the Grad equations with terms containing spatial gradients of the heat flux and of the stress tensor, destroying the hyperbolic nature of the former. Corresponding kinetic coefficients are explicitly derived for the Boltzmann equation.

(ii) Extension of Grad equations with terms like those in Eq. (16) was mentioned in many versions of the EIT [11]. These derivations were based on phenomenological and semi-phenomenological arguments, in particular, the extension of the heat flux with appealing to nonlocality effects in dense fluids. Here we have derived the similar contribution from the simplest (i.e., dilute gas) kinetics, in fact, from the assumption about the existence of the mesoscopic dynamics. The advantage of using the simplest kinetics is that corresponding kinetic coefficients (12) become a matter of a computation for any molecular model. This computational aspect will be discussed elsewhere, since it affects the dilute gas contribution to dense fluids fits. Here we would like to stress a formal support of the relevance of the above analysis: the nonlocal piece of dynamic correction is intermediated by the local correction, improving the 13M Grad estimation to the ordinary transport coefficients.

(iii) When the invariance principle is applied to derive hydrodynamics (closed equations for the variables \( n, \mathbf{u} \) and \( T \)) then [8] the local Maxwellian \( f_{lm} \) is chosen as the input distribution function for the invariance equation. In the linear domain, \( f_{lm} = f[I + \varphi_1] \), and the projector is \( P_{lm} = P_1 \); see Eqs. (1) and (2). When the latter expressions are substituted into the invariance equation (3), we obtain \( \Delta_{lm} = \Delta_{lm}^{\text{loc}} = -\mathbf{v}_w [2\nabla \mathbf{u} \cdot \mathbf{c} + \nabla T \cdot \mathbf{c} \cdot \mathbf{c}^2 - (5/2)] \), while \( \Delta_{lm}^{\text{loc}} = 0 \) because the local Maxwellians are zero points of the Boltzmann collision integral. Consequently, the dynamic correction begins with the order \( \epsilon \), and the analog of Eq. (9) reads

\[
\hat{L} \phi_{lm}^{(1)} = \mathbf{v}_w [2\nabla \mathbf{u} \cdot \mathbf{c} + \nabla T \cdot \mathbf{c} \cdot \mathbf{c}^2 - (5/2)],
\]

subject to the condition \( P_1 [F \phi_{lm}^{(1)}] = 0 \). The latter is the familiar Chapman-Enskog equation, resulting in the Navier-Stokes correction to the Euler equations [4]. Thus, the nonlocal dynamic correction is related to the 13M Grad equations entirely in the same way as the Navier-Stokes are related to the Euler equations. As the final comment to this point, it was recently demonstrated with simple examples [3] that the invariance principle, as applied to the derivation of hydrodynamics, is equivalent to the summation of the Chapman-Enskog expansion.

(iv) Let us discuss briefly the further corrections. The first local correction [the functions \( Y_1 \) and \( Z_1 \) in Eq. (8)] is not the limiting point of our iterative procedure. When the latter is continued, the subsequent local corrections are found from integral equations, \( \hat{L} Y_{n+1} = b_{n+1} Y_n \), and \( \hat{L} Z_{n+1} = a_{n+1} Z_n \). Thus, we are led to the following two eigenvalue problems: \( \hat{L} Y_c = b_c Y_c \), and \( \hat{L} Z_c = a_c Z_c \), where, in accord with general argument [8], \( a_c \) and \( b_c \) are the closest to zero eigenvalues among all the eigenvalue problems with the given tensorial structure [12].

(v) The approach of this paper can be extended to derive dynamic corrections to other (nonmoment) approximations of interest in the kinetic theory. The above analysis has demonstrated, in particular, the importance of the local correction, generically relevant to an approximation that is not a zero point of the collision integral.
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Except for Maxwellian molecules (interaction potential \( U \sim r^{-4} \) for which \( \hat{L}\varphi_0 \neq 0 \) but \( P_2[\hat{F}\varphi_0] = \hat{F}\varphi_0 \). Same goes for the relaxation time approximation of the collision integral \( \hat{L} = -\tau^{-1} \).


In a recent paper, A. N. Gorban and I. V. Karlin, Phys. Rev. E 54, R3109 (1996), alternative Grad-like approximations were suggested, and which use the “moments” of collision integral instead of the moments of the distribution function. When this approximation is taken as the input for the corrections procedure instead of the Grad’s as above, the local corrections satisfy the following integral equations: \( \hat{L}Y_n = \bar{a}_nY_{n+1} \), and \( \hat{L}Z_n = \bar{a}_nZ_{n+1} \). Thus, both the inputs have the same limiting eigenvalue problems but proceed to this limit via apparently different sequences of approximations.