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ABSTRACT 
According to an aspect of the present disclosure , there is 
provided a method of image processing . The method com 
prises receiving image data comprising a set of feature 
vectors of a first dimensionality , the feature vectors corre 
sponding to a class of objects . A variable projection is 
applied to each feature vector in the set of feature vectors to 
generate a set of projected vectors of a second dimension 
ality . The method then comprises processing the set of 
projected vectors to generate a model for the class of objects . 
A projection is applied to the model to generate an object 
classification model , of the first dimensionality , for the class 
of objects . 

19 Claims , 6 Drawing Sheets 
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METHOD OF IMAGE PROCESSING each model based on the testing . The method may comprise 
selecting a subset of the plurality of models based on the 

CROSS REFERENCE TO RELATED accuracy values of the models . The method may additionally 
APPLICATIONS comprise applying a projection to each model in the subset 

5 of the plurality of models to generate a plurality of object 
This application claims priority to Great Britain patent classification models , of the first dimensionality , for the 

application no . GB 1522819 . 0 , filed on Dec . 23 , 2015 , which class of objects . Processing the set of projected vectors to 
is incorporated by reference in its entirety herein . generate a model for the class of objects may use a linear 

classification model , which may comprise at least one of : a 
TECHNICAL FIELD 10 support vector machine ; a two neuron classifier ; or a Fisher 

discriminant in some examples . The image data may be 
The present disclosure relates to methods , apparatus and captured by an image sensor in some examples . Additionally 

computer programs for producing and processing data asso or alternatively , the image data may represent at least part of 
ciated with image processing . one or more images , wherein each of the one or more images 

15 comprises an object of the class of objects , wherein the 
BACKGROUND image data is processed by a feature extractor to produce the 

image data comprising the set of feature vectors correspond 
It is known to use a classifier to identify an object of ing to the class of objects . In some examples , receiving the 

interest in an image . Classifiers attempting to identify an image data comprises : capturing image data representing at 
object in images where the object varies in appearance , for 20 least part of an image using an image sensor ; on receiving 
example due to distortion , may suffer reduced performance an indication from an object detector that the image com 
or failure where the variation is too high . prises an object of the class of objects , tracking the object 

Examples of publications in relevant technical fields and capturing , using the image sensor , image data corre 
include : sponding to video frames comprising the object ; and pro 

Vinyals , Oriol , et al . “ Learning with recursive perceptual 25 cessing the image data using a feature extractor to produce 
representations . ” Advances in Neural Information Process the image data comprising the set of feature vectors corre 
ing Systems . 2012 ; sponding to the class of objects . 

Bingham , Ella , and Heikki Mannila . “ Random projection According to a further aspect of the present disclosure , 
in dimensionality reduction : applications to image and text there is provided a non - transitory , computer - readable stor 
data . ” Proceedings of the seventh ACM SIGKDD interna - 30 age medium comprising a set of computer - readable instruc 
tional conference on Knowledge discovery and data mining . tions stored thereon which , when executed by at least one 
ACM , 2001 ; and processor , cause the at least one processor to perform a 

Paul , Saurabh , et al . “ Random Projections for Support method as described above . 
Vector Machines . ” AISTATS . Vol . 3 . 2013 . According to a further aspect , there is provided a com 

It is desirable to provide a method of processing an image 35 puter vision apparatus comprising a classifier , the classifier 
for generating an object classification model that is less comprising at least one of a plurality of object classification 
susceptible to variation in an objects appearance when models generated according to a method described in the 
classifying the object . first aspect of the disclosure . In some examples , the com 

puter vision apparatus may comprise a feature extractor 
SUMMARY 40 configured to receive image data representing at least part of 

an image , and produce image data comprising a plurality of 
According to a first aspect of the disclosure , there is feature vectors . The computer vision apparatus may com 

provided a method of image processing . The method com prise an image sensor , wherein the image data representing 
prises : receiving image data comprising a set of feature at least part of an image is captured by the image sensor . The 
vectors of a first dimensionality , the feature vectors corre - 45 classifier may be configured to : process the image data 
sponding to a class of objects ; generating a set of projected comprising the plurality of feature vectors ; and determine , 
vectors of a second dimensionality , lower than the first using the at least one of the plurality of object classification 
dimensionality , by applying a variable projection to each models , whether the image data comprises an object in the 
feature vector in the set of feature vectors ; processing the set class of objects corresponding to the object classification 
of projected vectors to generate a model for the class of 50 models . The classifier may additionally be configured to 
objects ; and applying a projection to the model to generate indicate whether the image data comprises an object in the 
an object classification model , of the first dimensionality , for class of objects corresponding to the object classification 
the class of objects . models . 

The variable projection may comprise a random , or pseu - Further features and advantages of the methods and 
dorandom , projection . Generating the set of projected vec - 55 apparatuses will become apparent from the following 
tors may comprise generating a plurality of sets of projected description of preferred embodiments , given by way of 
vectors of the second dimensionality by applying each of a example only , which is made with reference to the accom 
plurality of variable projections to each feature vector in the panying drawings . 
set of feature vectors . Processing the set of projected vectors 
may comprise processing each of the plurality of sets of 60 BRIEF DESCRIPTION OF THE DRAWINGS 
projected vectors to generate a plurality of models for the 
class of objects . Applying the projection to the model may FIG . 1 shows a flow diagram of a method according to 
comprise applying a projection to each of the plurality of some embodiments . 
models to generate a plurality of object classification mod - FIG . 2 shows a flow diagram of a method according to 
els , of the first dimensionality , for the class of objects . In 65 some embodiments . 
some examples , the method comprises testing each model of FIG . 3 shows a schematic representation of a computer 
the plurality of models and indicating an accuracy value for vision apparatus according to some embodiments . 














